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Abstract 

Cybercriminals continually develop innovative strategies to confound and frustrate their victims, necessitating constant vigilance 

to protect the availability, confidentiality, and integrity of digital systems. Machine learning (ML) has emerged as a powerful 

technique for intelligent cyber analysis, enabling proactive defenses by studying recurring patterns of successful attacks. However, 

two significant drawbacks hinder the widespread adoption of ML in security analysis: high computing overheads and the need for 

specialized frameworks. This study aims to quantify the extent to which a hub can enhance ecosystem safety. Typical cyberattacks 

were executed on an Internet of Things (IoT) network within a smart house to validate the hub's efficacy. Furthermore, the 

resistance of the intrusion detection system (IDS) to adversarial machine learning (AML) attacks was investigated, where models 

are targeted with adversarial samples exploiting weaknesses in the pre-trained detector. 
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Introduction 
 

 
 

Various terms such as "Internet of Things," "Cyber-Physical System," "Ubiquitous Computing," and "Pervasive 

Computing" are commonly used to refer to the ongoing automation trend. Despite their differences, these terms allude 

to different aspects of system automation. In the realm of automation, the adoption of Cyber-Physical Systems (CPS) 

is rapidly becoming standard practice [1]. CPS involves converting an existing physical system into a computerized 

one by incorporating diverse hardware and software components, along with predefined operational procedures. 

Through CPS, even rudimentary instruments can emulate sophisticated technology. However, traditional electronic 

devices often have limitations such as restricted data processing capabilities, high power consumption, and limited 

storage capacity. A new generation of electronic systems is currently under development, aiming to integrate 

computational processes with physical systems. This integration forms the core concept of CPS. 

 

Computational algorithms are computer programs designed to perform various functions when executed on a 

computer. They enable computers connected to a network to control and monitor a wide range of distinct physical 

processes simultaneously, facilitating the creation of automated technologies that require fewer operators [2]. This 

reduces the likelihood of system failures caused by individual users. Examples of smart technology include "smart" 

devices, buildings, and automobiles. In the context of Cyber-Physical Systems (CPS), the Internet of Things (IoT) 

serves as the driving force behind the advancement of the global economy. It finds application in the development of 

"smart" homes and urban environments. 

 

CPSs have garnered attention as versatile means of performing tasks across various domains, including power grids, 

industrial automation, transportation systems, military, and healthcare equipment [3-7]. Given their integration with 

these systems, disruptions or damages to CPSs could potentially have far-reaching effects on a nation's economy, 

public health, or data security. These effects could lead to significant societal impacts. 

 

As the deployment of Cyber-Physical Systems (CPSs) becomes more prevalent, spanning international borders, the 

risk of cyber attacks targeting these systems increases. Therefore, it is crucial to develop robust countermeasures 

against a wide array of potential security vulnerabilities to safeguard CPSs. Security measures must be implemented 

across all levels of the organizational structure of CPSs, from the most basic components to the most advanced ones, 

to protect critical infrastructure from cyber threats. 

 

CPSs offer valuable features such as remote control and management, self-organization, environmental sensing, 

location data sharing, and sensor data monitoring, making them indispensable in various contexts. With major nations 

investing in IoT-based projects to enhance citizen welfare and elevate living standards, the global market for CPSs is 

thriving. CPS applications span diverse domains, including renewable energy, electric vehicles, healthcare, 

government, infrastructure, smart homes, and more. Initiatives like India's smart cities project, launched in 2015, 

underscore the growing momentum of smart city initiatives worldwide. However, security concerns, including 

privacy, authenticity, and access control, along with interoperability challenges among existing technologies, pose 

significant technical hurdles to the widespread adoption of CPS initiatives in future smart cities. 

 

Machine learning (ML) offers a solution to complex problems where conventional programming approaches fall short. 

ML enhances computer-human interaction by enabling problem-solving in areas where custom-built algorithms are 

impractical. ML algorithms learn from examples of correct behavior, serving as meta-algorithms for generating 

algorithms based on desired outputs. This approach streamlines computer interaction, requiring users to provide data 

for computation rather than explicit procedures. 

 

The study of ML not only expands the range of problems that computers can solve but also deepens our understanding 

of learning processes. ML research delves into the computational foundations of learning, informing our 

comprehension of the brain's workings and inspiring novel ML model designs. It bridges the gap between computation 

and learning, offering insights into practical challenges and making a meaningful impact on society. ML methods hold 

promise for addressing numerous practical and commercial challenges, driving advancements in various domains. 
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Through systematic research, we can uncover the strengths and weaknesses of existing frameworks and identify key 

problem features, paving the way for innovative solutions to pressing issues. 

 

 
 

Literature Review 
 

The cyber-physical system (CPS) integrates both digital and physical domains, facilitating communication, 

computation, and control between the cyber and physical systems. As depicted in Figure 2, this interconnectedness 

renders CPS vulnerable to both cyber and physical attacks. 

 

Physical attacks target the physical infrastructure and control systems of CPS, ranging from sabotage of equipment 

to unauthorized access within facilities. Attackers exploit vulnerabilities to manipulate the underlying architecture, 

such as providing uncontrolled voltage flow to disrupt hardware functionality. For instance, attackers may tamper 

with environment-based sensor devices, like temperature sensors, leading to malfunctions in the CPS processing 

units. 

 

In the cyber domain, various types of attacks pose threats to CPS, including denial of service (DoS), man-in-the-

middle, masquerade, replay attacks, and cyber intrusions. Cyber attacks involve unauthorized nodes infiltrating 

networks and assuming trusted identities, compromising CPS hardware, software, networks, and data. 

 

Physical security is paramount for CPS, necessitating stringent measures to safeguard data, devices, and networks. 

Access control, monitoring, and testing serve as cornerstones of physical security. Access control restricts resource 

access to authorized individuals, thereby bolstering cyber defenses by preventing unauthorized access. Surveillance 

plays a crucial role in incident prevention and response, enabling the detection of malicious activities within 

networks. Additionally, physical security facilitates damage control in the event of an attack, serving as both a 

preventive measure and an emergency response system. 

 

To enhance CPS security, comprehensive network security assessments are essential to identify and mitigate 

vulnerabilities effectively, thereby fortifying the system against potential intrusions. Identifying system weaknesses 

is critical for preemptive security measures and proactive defense strategies. 
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Methodology 
 

This section introduces the future-oriented IoT attack detection method, termed Random Forest-Synthetic Minority 

Over Sampling (RF-SMOTE). The RF algorithm constructs each tree using a bootstrap sample of the initial training 

data, as outlined by its developers. When presented with an information vector, RF traverses each tree in the forest 

to fulfill the order, with the connection strength diminishing as the number of trees (m) decreases. Demonstrating 

superior efficiency and accuracy over simple decision tree calculations, RF can handle large datasets without 

overfitting, even when dealing with seemingly irrelevant data. 

 

In scenarios where classification orders lack consistency across a dataset, resulting in data imbalance, RF, like other 

classifiers, may encounter challenges. To mitigate errors in classification, the RF algorithm was refined to address 

data imbalances. Notably, RF prioritizes accuracy in predictions for the majority class, potentially leaving the 

minority class with less accurate predictions. 

 

The oversampling mechanism in RF-SMOTE adjusts the number of random selections from the k nearest neighbors, 

generating synthetic instances by calculating the difference between the viable case vector and its nearest neighbor 

vector and then scaling this difference by a random value between 0 and 1 before incorporating it into the existing 

feature vector. 

 

The proposed RF-SMOTE model comprises four phases: data collection, data analysis, segmentation, and threat or 

attack recognition. Figure 3 visually summarizes the RF-SMOTE model, illustrating its workflow and key 

components. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
In general, the N-BaIoT and NSL-KDD datasets, extensively employed in the Internet of Things domain, serve as the 

foundational data sources for our study. The N-BaIoT dataset, a multivariate and sequential dataset, comprises 

7,062,606 data points and encompasses 115 real-number attributes, including instances of attacks like Mirai, which 

pose challenges in classification and categorization. 

 

After partitioning the data, we apply RF-SMOTE to classify the diverse types of traffic present in both datasets. RF, 

known for its efficacy in handling massive datasets, is favored for its utilization of high-quality data standards, 

generation of numerous decision trees (DTs), and assembly of these DTs into an ensemble for robust classification. 

The decision tree method prioritizes branches based on information gain and entropy values. 

 

To address the task of detecting and identifying attacks on our Internet of Things (IoT) infrastructure, we develop a 

machine learning technique. This technique involves training our model with a benign traffic profile (a one-class 

classifier) for each IoT controller, subsequently flagging any deviations from the expected traffic patterns as 
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suspicious, as inferred from the system ontology. Figure 4 provides a high-level overview of our anomaly detection 

system's architecture, where models are trained at both the building level (Stage 1: Mbi) and the device level (Stage 

2: Mdk) for each IoT controller. 

Results and Analysis. 
 

 

In this study, we introduce a novel approach to attack detection employing a new model architecture for Network 

Intrusion Detection Systems (NIDS) and Host Intrusion Detection Systems (HIDS). This architecture comprises an 

input layer, five hidden layers, and an output layer. By leveraging the RF-SMOTE model in hierarchical layers, we 

enhance pattern detection in IDS data and effectively extract complex characteristics. 

 

The RF-SMOTE model facilitates the progression of data from one layer to the next, with the final layer responsible 

for classification. Specifically, in the KDDCup 99 dataset, the input layer consists of 41 neurons, while in the NSL-

KDD and UNSW-NB15 datasets, a similar configuration is utilized. 
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For the WSN-DS dataset, there are 17 neurons in the input layer, and for the CICIDS 2017 dataset, there are 77 

neurons. In all datasets, the output layer consists of one neuron for binary classification and varying numbers for 

multiclass classification: five for KDDCup 99, five for NSL-KDD, ten for UNSW-NB15, five for WSN-DS, and eight 

for CICIDS 2017. The RF-SMOTE model is trained using backpropagation to enhance its learning capabilities. 

Typically, the units in the input layer are fully connected to the hidden layer, and similarly, the hidden layer is fully 

connected to the output layer. 

 

Interestingly, despite achieving a similar overall accuracy of around 92%, feature-set-2 fails to detect attack instances 

entirely, highlighting the limitations of coarse-grained flow telemetry in accurately modeling network behaviors. 

Furthermore, feature-set-3 exhibits a lower True Positive Rate (TPR) compared to feature-set-1 (88.0%) and feature-

set-2 (59.5%). Through our experimentation, we observed that feature-set-1 yields superior results for both attack 

detection and False Positive Rate (FPR). This superiority is attributed to feature-set-1's ability to capture more 

information from the timeseries waveform, enabling it to detect subtle variations in traffic volumes. In contrast, 

feature-set-2 lacks the capability to capture fine-grained behaviors, resulting in inferior performance. Additionally, 

when analyzing specific attacks, we found that feature-set-1 could detect all attack streams, albeit with a slight delay, 

particularly for early attack instances. 
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Conclusion: 

The impetus behind this study stems from the recognition that IoT devices, despite their widespread integration 

into homes and Critical National Infrastructures (CNIs), pose significant security vulnerabilities, rendering them 

susceptible to various forms of cyber attacks. Often referred to as the "weakest link" in secure infrastructures, the 

ubiquitous nature of IoT devices within networks underscores the critical need for advanced methodologies to 

bolster the security of IoT systems. Furthermore, there is an urgent requirement for techniques to detect and 

mitigate cyber attacks targeting IoT networks, thereby mitigating their adverse impacts. 
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Traditionally, energy efficiency has not been a primary consideration in the design of Continuous Processing 

Systems (CPSs), which are frequently operated continuously. However, the proliferation of modern battery-

operated devices within CPSs necessitates a shift towards long-term, low-energy consumption CPS solutions. 

Balancing the imperatives of security and energy efficiency in CPSs presents a significant challenge. Striking a 

harmonious balance between security and energy efficiency is complex, as enhancing security often comes at the 

expense of energy efficiency and increased operational costs. 

 

In this paper, we propose a novel approach aimed at achieving a delicate equilibrium between energy savings and 

system security in CPSs. By addressing the intricate interplay between these priorities, our proposed approach 

endeavors to pave the way for the development of CPSs that are both resilient against cyber threats and energy-

efficient, thereby contributing to the advancement of secure and sustainable technological ecosystems. 
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