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ABSTRACT 

The significance of ensuring security and upholding data privacy within cloud
based workflows is widely recognized in research domains. This importance is 
particularly evident in contexts such as safeguarding patients' private data 
managed within cloud-deployed workflows, where maintaining confidentiality 
is paramount, alongside ensuring secure communication among involved 
stakeholders. In response to these imperatives, our paper presents an 
architecture and formal model designed to enforce security measure
cloud workflow orchestration. Central to our proposed architecture is the 
emphasis on continuous monitoring of cloud resources, workflow tasks, and 
data streams to detect and preempt anomalies in workflow orchestration 
processes. To accomplish this, we advocate for a multi
integrates deep learning, one-class classification, and clustering techniques. In 
essence, our proposed architecture offers a comprehensive solution for 
enforcing security within cloud workflow orchestration, 
methodologies like deep learning for anomaly detection and prediction. This 
approach is particularly pertinent in critical sectors such as healthcare, 
especially during unprecedented events like the COVID-19 pandemic.
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The significance of ensuring security and upholding data privacy within cloud-
based workflows is widely recognized in research domains. This importance is 
particularly evident in contexts such as safeguarding patients' private data 

loyed workflows, where maintaining confidentiality 
is paramount, alongside ensuring secure communication among involved 
stakeholders. In response to these imperatives, our paper presents an 
architecture and formal model designed to enforce security measures within 
cloud workflow orchestration. Central to our proposed architecture is the 
emphasis on continuous monitoring of cloud resources, workflow tasks, and 
data streams to detect and preempt anomalies in workflow orchestration 

s, we advocate for a multi-modal approach that 
class classification, and clustering techniques. In 

essence, our proposed architecture offers a comprehensive solution for 
enforcing security within cloud workflow orchestration, harnessing advanced 
methodologies like deep learning for anomaly detection and prediction. This 
approach is particularly pertinent in critical sectors such as healthcare, 

19 pandemic. 
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Introduction 

Cloud computing has emerged as a dominant paradigm for managing and delivering 
computations, applications, and services over the Internet [1]. The computational capabilities 
offered by the cloud span a wide range of services, including storage, processing, and application 
services, enabling researchers to conduct computationally intensive workflows with ease. This 
shift to cloud-based workflows has significantly reduced costs associated with software systems 
[1], establishing itself as a promising design paradigm for workflow deployment, processing, and 
orchestration. While typical large-scale scientific workflows involve interconnected tasks 
characterized by complexity, fault tolerance, and dynamic execution aimed at producing 
scientific results, cloud workflows specifically refer to workflows deployed and executed on the 
cloud. These workflows offer features such as transparency, scalability, multi-tenancy, and real-
time monitoring [2]. 

 

Despite the benefits of cloud computing, several research challenges must be addressed to fully 
realize its potential. These challenges include security threats in the cloud domain, encompassing 
integrity, authorization, availability, reliability, and trust. Ensuring secure access, deployment, 
execution, and management of workflows across cloud platforms is crucial for both providers 
and consumers. Numerous security threats in cloud computing have been identified [3] and 
scrutinized [4–8], including data breaches, leaks, denial of service (DoS) attacks, and malicious 
insiders, arising from issues such as multi-tenancy and loss of data control. A holistic security 
solution involving security enforcement, trust chains in clouds, and adherence to policies and 
regulations is essential to ensure security and privacy across multiple participants and 
heterogeneous environments. 

 

The emergence of security challenges within cloud workflows has prompted researchers to 
explore various domains related to security enforcement in dynamically executed and 
orchestrated cloud workflows. However, existing research on workflow management has 
primarily focused on anomaly detection, task scheduling, and workflow resource provisioning 
and management, often overlooking the critical aspect of security enforcement. Few studies have 
exclusively addressed security aspects of cloud workflow orchestration, management, and 
enforcement [13], typically focusing on anomaly detection and prediction using techniques like 
HTM, statistical clustering, regression, and unsupervised machine learning (ML). However, 
these studies often lack clear definitions of security attributes and fail to specify the 
characteristics of cloud workflows, which are resource-aware, time-series, and highly dynamic. 
Additionally, they tend to focus solely on specific security dimensions, neglecting other 
dimensions that could enhance security enforcement when integrated. Furthermore, previous 
attempts have concentrated on security/anomaly detection and prediction, neglecting the need for 
resource and workflow adaptation strategies to mitigate security threats and potential attacks. 
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To address some of these limitations, we propose a security anomaly/attack detection and 
prediction framework for cloud workflow orchestration. Our framework includes a multi-
dimensional security enforcement framework, a scheme integrating static and dynamic features 
for predicting anomalies/attacks, an unsupervised learning technique, and an adaptation model 
for flexible representation and planning of resource requirements over time. This paper presents 
a comprehensive discussion of related work, a case study utilizing a COVID-19 dataset, an 
architecture for enforcing end-to-end security in cloud workflow orchestration, a detailed 
formulation of the cloud workflow security enforcement model and associated learning pipeline 
algorithms, implementation details, experimental scenarios, results discussion, and conclusions 
with suggestions for future work. 

Previous Research: 

 

With the rapid expansion of cloud services, the realm of security within the cloud computing 
ecosystem has received substantial attention, as threats and vulnerabilities evolve alongside the 
growth of cloud services. Understanding related risks inherent in emerging cloud services is 
pivotal to advancing state-of-the-art security solutions. These risks typically arise from three 
primary attack vectors: external users, internal users, and cloud providers [20, 21]. Over time, 
security threats within cloud service environments have evolved, encompassing common issues 
such as data breaches, data loss, denial-of-service (DoS) attacks, malicious insiders, service 
traffic hijacking, vulnerabilities in shared technologies, malware, cyber-attacks, network 
intrusions, threats at the virtual machine (VM) level, and challenges related to data transparency. 

 

Recent advancements in deep learning have spurred researchers to explore its potential in 
addressing cloud security threats. However, existing approaches often lack a comprehensive 
solution covering all security threats. Many of these approaches focus on detecting patterns 
associated with specific threats within single deployment scenarios. For instance, researchers 
utilized a multi-layer neural network to detect and recognize malicious behaviors exhibited by 
users, transforming user behavior data into a comprehensible format for classification purposes. 

 

In their work, the authors introduced PredictDeep, a security analytical framework for both 
known and unknown anomaly detection and prediction within Big Data systems. PredictDeep 
consists of three core modules: a graph model designer, a feature extractor, and an anomaly 
predictor. While renowned for its scalability and real-time anomaly monitoring capabilities, 
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PredictDeep assumes the accuracy of all log files without injected fake data and relies on the 
integrity of the deployment infrastructure. 

 

Intrusion detection systems (IDS) are pivotal in monitoring networks, services, and workflows 
for violations or malicious activities within cloud services orchestration. Detecting novel attacks 
in such scenarios presents a formidable challenge. Deep learning-based intrusion detection 
techniques have shown promise in predicting unknown attacks and detecting malicious activities. 
Authors introduced an IDS utilizing a deep reinforcement learning-based architecture to address 
and classify new and complex attacks. They implemented a reward vector to enhance 
classification accuracy. Additionally, another study tackled multi-cloud cooperative intrusion 
detection and improved decision-making using a deep neural network (DNN) model based on 
historical feedback data. Similarly, a deep learning-based IDS aimed to detect suspicious attacks 
within a cloud computing environment by monitoring network traffic, demonstrating high 
detection rates and accuracy. 

 

Other research efforts have focused on enhancing cloud workflow security enforcement. For 
instance, developers involved in the ASCLEPIOS project utilized cryptographic and access 
control techniques to safeguard user data privacy within a cloud-based eHealth framework. 
Similarly, the PICASO project introduced a framework for cross-organization sharing of 
electronic health records through a cloud-based solution, implementing security and privacy 
measures alongside service orchestration. Additionally, authors conducted a literature review on 
security in Function as a Service (FaaS) orchestration systems, observing a focus on data 
confidentiality but a lack of consideration for data integrity. Another study classified existing 
works employing machine learning and deep learning techniques for online malware detection in 
the cloud, revealing high accuracy in detecting malware but not addressing end-to-end security 
enforcement for workflows within a cloud environment. 

 

Case Study: Cloud Workflow Management in the Context of the COVID-19 Pandemic 

 

The global healthcare landscape has encountered unprecedented challenges since the emergence 
of the Novel Coronavirus (COVID-19) outbreak, officially declared a pandemic by the World 
Health Organization in March 2020. The rapid spread of novel virus strains has placed 
significant strain on healthcare systems worldwide, necessitating collaborative efforts among 
healthcare providers, governmental agencies, and research institutions to develop effective 
treatments or vaccines. Amidst these endeavors, safeguarding facilities, confidential data, and 
workflows from potential malicious attacks has become imperative to ensure the integrity of the 
entire process. 
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Throughout the COVID-19 pandemic, there has been a dramatic surge in reliance on online 
resources and cloud-based infrastructure systems. Lockdown measures, contact-tracing 
applications, and the widespread adoption of remote working and distance-learning platforms 
have contributed to this increased reliance. However, this surge has also led to a notable increase 
in cyber-attacks and breaches of data confidentiality and integrity. 

 

To demonstrate the applicability and effectiveness of a security enforcement architecture and to 
identify primary security threats in cloud workflow orchestration, we present a case study 
focused on a cloud workflow tailored to manage a COVID-19 dataset. 

 

Cloud Workflow and COVID-19 Dataset 

 

Figure 1 illustrates a health monitoring cloud workflow developed using epidemiological data 
from a COVID-19 outbreak dataset. This workflow utilizes a deep learning model to predict the 
length of hospital stay for COVID-19 patients. The dataset was meticulously collected and 
curated from national, provincial, and municipal health reports, as well as other online sources. 
Geocoded data includes symptoms, key dates (onset, admission, confirmation), and travel 
histories of individual patients. Comprising 2,500,000 records, each representing a unique patient 
case, the dataset contains 33 columns such as patient ID, age, gender, onset symptoms date, 
hospital admission date, confirmation date, additional information, chronic disease indicators, 
specific symptoms, and patient outcomes. Detailed explanations for each field are provided. We 
utilized this cloud workflow example to identify and assess various security breaches that may be 
encountered. 

Security Threats: 

 

The body of literature concerning cloud-based infrastructures extensively discusses various 
security concerns, including insider attacks, data loss, and Denial of Service (DoS) attacks. This 
section examines anomaly detection within a cloud workflow orchestration environment, where 
attacks may target different entities and components, including workflow data, tasks, resources, 
monitoring, and adaptation elements. Below, we outline several examples of security breaches in 
a cloud workflow environment. 

 

Cloud Workflow Data Breach: 
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Data attacks encompass a range of malicious activities, such as data injection intended to corrupt 
datasets or compromise them through suspicious sharing or downloads. Unauthorized data access 
and anomalous admin user activities are also common anomalies. For example, within our cloud 
workflow, an attacker might inject redundant or fabricated data to disrupt the training and 
prediction processes, compromising the quality of the prediction model. Such tampering could 
lead to critical issues, such as patient harm, or overload the Machine Learning (ML) training 
process, erroneously triggering Quality of Service (QoS) degradation and unnecessary workflow 
adaptation. 

 

Cloud Workflow Task Breach: 

 

A cloud workflow comprises multiple tasks that may run in parallel or sequentially with varying 
dependency levels. Task attacks encompass a broad spectrum of anomalies, including malware 
infections, query injections, and DoS attacks. Moreover, attackers may strategically target 
sensitive processes or tasks that serve as dependencies for numerous other tasks, amplifying the 
potential damage. 

 

Resource Breach: 

 

Various resources within the cloud environment, such as Virtual Machines (VMs), CPUs, 
memory, and networks, are susceptible to different types of attacks. These attacks may involve 
unauthorized resource access or overwhelming service requests. False reporting of resource 
overload or overutilization in monitoring logs could trigger compromised nodes to initiate 
unnecessary and costly workflow adaptation processes. 

 

Monitoring and Adaptation Component Breach: 

 

Monitoring and adaptation components play a crucial role in any cloud workflow orchestration 
environment, as they are vital for resource management and performance optimization. Within 
this workflow example, an attack against a monitoring system could coerce the compromised 
monitoring task into generating false resource underutilization logs, thereby evading necessary 
adaptation and resulting in performance degradation leading to a DoS attack. Another instance of 
such an attack involves automatic system reconfiguration, where a compromised node falsely 
identifies a problem and triggers unnecessary adaptation actions. 
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These types of attacks have a detrimental impact on the performance and integrity of a cloud 
workflow orchestration system. In this work, we focus on anomaly detection in cloud workflow 
data, resources, tasks, and monitoring components. Therefore, we propose monitoring resources 
such as CPU utilization, memory usage, I/O operations, and network activity, as well as task 
profiles and performance metrics. In the following section, we present our proposed security 
enforcement mechanism for cloud workflow orchestration. 

 

End-to-End Security Enforcement in Cloud Workflow Orchestration: 

 

This section outlines and describes our end-to-end security enforcement architecture, as 
illustrated in Figure 2. It comprises two main modules: a workflow deployment module and a 
security enforcement module. Both modules utilize the underlying processing and storage 
resources (e.g., VMs, GPUs, Storage) from the cloud infrastructure to execute various storage 
and processing tasks. Security enforcement measures implemented within our architecture are 
applied to four main entities: users, resources, workflow tasks, and data. 

 

Subsequently, we provide a detailed description of each component of the architecture, 
highlighting the security features that enhance security, data integrity, and authentication. 
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Workflow Deployment Module: 

 

This module consists of two sub-components: the workflow specification and the workflow 
deployment components. The workflow specification component delineates the functional and 
non-functional requirements, encompassing quality and security parameters, for the workflow. It 
also generates profiles for entities such as tasks, data, and resources. Conversely, the workflow 
deployment component manages the deployment and execution lifecycle of the workflow across 
the cloud infrastructure. The outcome of this module is a functioning workflow monitored by the 
security enhancement module, which is tasked with detecting and/or predicting encountered 
security threats and initiating necessary adaptation actions to mitigate them. 

 

Security Enforcement Module: 

 

The security enforcement module comprises three sub-components: monitoring, Multi-Modal 
Deep Learning Autoencoder (MMDLA)-based prediction, and adaptation sub-modules. These 
sub-modules collaborate to achieve comprehensive cloud workflow monitoring, anomaly 
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detection, and prediction. Finally, they implement an adaptation strategy to mitigate risks 
identified through various anomaly evaluations. 

 

Monitoring Sub-Module: 

 

This sub-module continuously collects and monitors runtime data and logs from monitored 
entities, including tasks, data, and resources. The collected data serve purposes of training and 
prediction and are stored in a historical database for further analysis. 

 

MMDLA Sub-Module: 

 

Utilizing the data gathered by the monitoring sub-module, this module trains a multi-modal deep 
learning autoencoder model for dimensionality reduction. Additionally, it trains a profile 
matching classification model using the dimensionally reduced data to predict anomalies. The 
training process of the MMDLA model combines input data generated from the entities profiling 
module (static) with real-time logs data from monitoring (dynamic). The resulting MMDLA 
model reduces data dimensionality to enhance efficiency and effectiveness, providing reduced 
dimensional data as input to an anomaly detection machine learning algorithm for anomaly 
detection. 

 

Upon detection of an anomaly, the anomaly evaluation process identifies the type and threat 
level of the anomaly. Subsequently, the anomaly evaluation information is forwarded to the risk 
estimation process and eventually stored in a database for expert validation, such as identifying 
suspicious user behavior. A detailed description and implementation of the key features of this 
module's components are provided in subsequent sections. 

 

Cloud Infrastructure: 

 

This component fulfills the architecture's resource requirements concerning the various resources 
necessary for processing and storing data. Processing tasks encompass activities such as 
MMDLA model training for dimension reduction, training and classification of anomaly 
detection models, and monitoring of data storage. 
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Cloud Workflow Security Enforcement Module: 

 

In this section, we explore the operational framework of the MMDLA prediction-based security 
enforcement module. Initially, we define key terminologies crucial for understanding the 
prediction model. Subsequently, we address the problem formulation. Lastly, we elucidate the 
learning pipeline algorithms employed for the proposed solution approach. 

 

Feature Reduction Using Deep Autoencoder: 

 

As discussed earlier, each task's feature vector comprises four static features and six time-series 
features. To train a model utilizing two-dimensional feature vectors, we must flatten the time-
series feature matrix into a one-dimensional feature vector and merge it with the static features. 
However, this process can result in the creation of a high-dimensional feature vector. 
Specifically, the total number of features in the vector would be 4 + 6k_i, where k_i is the 
number of observations of the dynamic features. For instance, if k_i = 100, the total number of 
flattened features would be 604. Hence, a feature reduction technique becomes necessary. 

 

We opt for the AutoEncoder technique for two main reasons: 

 

AutoEncoder enables unsupervised feature reduction, aligning with a crucial aspect of our 
proposed model. 

We propose a multi-modal deep learning (MMDLA) based AutoEncoder model by integrating 
Long Short-Term Memory (LSTM) – a specific type of recurrent neural network (RNN) – with a 
Deep FeedForward network (DFN). This MMDLA model streamlines the feature reduction 
process by learning from the temporal relationships among time-series features. 

 

conclusion 

In conclusion, our research underscores the critical significance of optimizing compliance 
through automated checks orchestrated within cloud-based AI/ML workflows. As organizations 
increasingly rely on cloud infrastructure for deploying AI and ML solutions, ensuring adherence 
to regulatory standards and internal policies emerges as a top priority. 
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Our proposed methodology demonstrates the efficacy of integrating automated compliance 
checks into cloud-based AI/ML workflows. By leveraging orchestration tools and embedding 
compliance checks across various workflow stages, organizations can proactively detect and 
address compliance issues, thereby mitigating the risk of regulatory breaches and safeguarding 
their reputation. 

 

Furthermore, our study highlights the advantages of automation in boosting efficiency and 
scalability while upholding compliance. By automating compliance checks, organizations 
streamline workflow processes, minimize manual interventions, and ensure consistency in 
meeting regulatory obligations. 

 

Looking ahead, there is a need for further exploration and development in this realm to explore 
additional avenues for enhancing compliance in cloud-based AI/ML workflows. This involves 
delving into advanced techniques for automated compliance monitoring, integrating real-time 
anomaly detection, and leveraging machine learning algorithms for predictive compliance 
analysis. 

 

In summary, our research contributes to ongoing endeavors aimed at fortifying compliance 
practices in cloud-based AI/ML workflows. This enhancement empowers organizations to fully 
leverage the potential of these technologies while effectively managing associated risks. 
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